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1. INTRODUCTLON 

The ever increasing quest for higher-operating 
speeds, miniature devices and denser layouts has made 
the interconnect effects such as delay, crosstalk, ringing 
and distortion, the dominant fact& limiting the overall 
performance of microelectronic/microwave systems. At 
higher frequencies, the length of the interconnect becomes 
a significant fraction of the operating wavelength, and con- 
ventional lumped impedance models become inadequate and 
distributed transmission line models become necessary [l]- 
171. However, simulation of distributed transmission lines in 
the presence of nonlinear elements suffers from the mixed 
frequency/time difficulty. There are several techniques avail- 
able in the literature to address this problem. Broadly speak- 
ing, they can be classified into two categories. The first one 
includes techniques based on the generalized method of char- 
acteristics (MC) [2]-[3]. The second category is based on 
passive macromodeling oftransmission lines [4]-[7]. 

In general, the method of characteristics extracts the line 
delay and a transfer-function characterizing the frequency re- 
spume ofthe line. Subsequently it uses convolution to obtain 
transient responses. An important advantage of the MC ap- 
proach is that, since it extracts the line delay explicitly, the 
corresponding transient responses generally do not exhibit 
spurious ripples in the early-time region. However, the MC 
can be CPU expensive in the presence nonlinear elements 
and lossy coupled lines. In addition, it does not guarantee the 
passivity of macromodels. Passivity is an important property 
to satisfy because macromodels that are stable but not pas- 
sive can produce unstable networks when connected to other 
passive loads. This can lead to false oscillations during @an- 
sient simulation. 

On the other hand, recently published passive macmmod- 
cling schemes [4]-[7] guarantee the passivity of macromod- 
els, and lead to macromodels in terms of ordinary differential 
equations. Most of these algorithms employ some kind of ap- 
pmximation in the frequency-domain to match the impulse 
response up to a maximum frequency of interest (f,,). How- 

--_ 

ever, the behavior after f,,,., is generally not considered, 
-which can lead to significant errors in the impulse transient 
response (especially in the early-time period) [7]. This can 
affect the accuracy of the transient response at all other time- 
points when the macromodel is included during the simula- 
tion of a large network. Also, the above problem can be ag- 
gravated in the presence of sharp rise times or with smaller 
capacitive loads. To remove these ripples, the order of the ap- 
proximation required would be very high, making the macm- 
model inefficient. 

In order to address the above problem, a new algorithm is 
presented in this paper, which provides a mechanism to con- 
trol the asymptotic behavior of the high-frequency impulse 
response while matching the response up to f,,,, accurately. 
This leads to significant reduction in errors of transient re- 
sponses. Also, it guarantees the passivity of the macromodel. 
The proposed algorithm achieves the above objectives with 
macromodel orders comparable to the ones published in the 
literature. The macromodel is obtained analytically, in terms 
of predetermined (stored) constants and the given per-unit 
length line parameters. Numerical examples are presented to 
demonstrate the validity, accuracy and efficiency of the pro- 
posed model. 

II. PROPOSED PASSIVE MACROMODELING ALGORITHM: 
OBJECTIVES 

The objective of the proposed algorithm is to provide a 
mechanism to control the macromodel impulse response be- 

yond fm, so as to minimize early-time ripples while preserv- 
ing the accuracy and passivity of the macromodel. The early- 
time impulse response is mainly influenced by the following 
relationship: 

h(O+) = lim SHY&) (1) 
s-s- 

where ‘s’ is the Laplace operator, H~fi) represents the fre- 
quency-domain rational function, M and N are the numerator 
and denominator polynomial orders, respectively, and h(O+) 

represents the early-time response (around t=O). Assuming 
the tih derivative of the impulse response, 

?‘(O+) = 0, then 

h@+ ‘)(O+) = lim s’+‘HDIN(s) (2) 
I+- 

Observing (1) and (2) one can note that, to obtain flat re- 
sponse around r=O, the transfer-admittances represented by 
HM,,,+) must be a strictly proper rational-finction [8] such 
that k = N-M is maximum, while preserving the accuracy 
of the macromodel. Also, it is desired that the order of the de- 
nominator (N) is kept as minimum as possible for achieving 
efficient simulation. We will use the above principle to re- 
duce the error in transient responses of distributed tmnsmis- 
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sion line macromodels. 

111. REVIEW OF DISTRIBUTED TRANSMISSION LINE EQIJATKINS 

Distributed interconnects are described by a set of partial 
differential equations known as Telegrapher’s equations: 

a a. gv, o = -RitA. t) - L=$Ix. I) 

(3) 
where R, L, G, C E YZvx ’ are the per-unit-length (PUL) 
parameters of the transmission-line, and arc s 
negative definite matrices; V(r. r), I(r.1) E X yr”” 

chic non-, 
represent the 

voltage and current vectors as a function of position x and 
time f; J+I + 1 is the number coupled lines. Equation (3) can 
be written in the Laplace-domain as 

where V(s), I(s) are the terminal voltage and current vectors 
of the transmission line and d is the length of the line. Equa- 
tion (4) does not have a direct representation in the time-do- 
main, which makes it difficult to interface with nonlinear 
simulators. In [5] a closed-form matrix-rational approxima- 
tion (MRA) based passive macromodel for dishibuted trans- 
mission lines is suggested, which efiiciently addresses the 
issue of mixed frequency/time simulation. In this paper, we 
will demonstrate the incorporation of the constraints speci- 
fied by (1) and (2) using the MRA approach as an example. 
For this purpose, a brief review of the MRA based macro- 
modeling is given in the next section. However, it is to be 
noted that, the principles stated in section-II are general in 
nahm and they can also be included in other rational-func- 
tion based passive macromodeling algorithms available in 
the literature, with appropriate modifications. 

IV REVIEW OF MRA BASED PASSIVE MACROMODELS 

The exponential matrix t?’ in (4) can be expressed with 
a matrix rational approximation as 

f’,d = Q&V; 
M 

PM(Z) = c pizi; QNW = ; q,Z’ 
i=O ,=O (5) 

where PM(Z), Q,(Z) are polynomial matrices. The above 
approximation is formulated analytically in terms of prede- 
termined constants (i.e. qi and pi) and PUL parameters. 
The following theorem was used in [5] to show that for 
M=N, passive macromodels can be obtained. 
Theorem I: Let the rational-approximation of es be 

where the polynomial Q,,,(s) is strictly Huwitz. Iffhe above Similarly, the other approximation corresponding to N+iorl 
conditions ore satirfied, then fhe rational matrix obtained by der can be denoted as 

replacing the scalar s with the matrix Z of(4) results in a 
passive transmission line macmmodel [S]. The form of the 
resulting matrix-rational approximation can be written as 

and LI = R + sL ; b = G + SC. Subsequently, the form of 
resulting Y-parameters can be written as 

The macromodel (9) efficiently captures the response be- 
tween (0, f,,,&. However, the resulting impulse response of 
the above macromodel is susceptible to spurious early-time 
ripples due to the asymptotic behavior of the high-frequency 
response. This can affect the accuracy of the transient re- 
sponse at all other time-points when the macromodel is in- 
cluded in a large nehvork. In order to address the above 
problem, a new algorithm is presented in the next section. 

V DEVELOPMENT OF THE PROPOSED PASSIVE MACROMODEL 

In the new algorithm, we use predetermined coefficients 
from hvo different orders of approximation of the scahu ex- 
ponential matrix in (6), (N) and (N+I) that satisfy the Theo- 
rem-l, to approximate the submatrices of (10) ‘f’t and ‘%‘, , 
respectively. Consider a particular order N, if N is even, then 
the approximation of (6) can be expressed as: 

QfY-Qy’ 
Qy = i~o~,,,[;(l -(-hi] 

(II) 
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(please note that if N is odd then the order of (1 I) is treated 
asN+Iandtheorderof(l2)asN) 

The Y-parameters of (10) are obtained by modifying the 
QN 3 QN,,, QN,, 
foll&s: 

and Q,,, of (8) using (11) and (12) as 

Q ~~~ = iT;,q&(l + (-Ui)(W”2] (13) 

Next, the modified Y-parameters can be rewritten as 

The predetermined coefficients pi, pi and ‘pi in (14) 
and can be obtained using (11) and (12) as follows. 

Due to the Huwitz characteristics of the approxima~o~ 
(6), the coefficients pi, pi and ‘pi are all positive values. By 
appropriately choosing the values of pi such that pi = pi, 
(for example pLN- = p,,,), thefinal rational-form oftke trans- 
fer-admittances can be obtained with numerator order less 
than the denominator order (k > I ) The rate ofdecay can be 
speeded-up by setting higher values for k (removing more 
number of zeros from transfer admittances). 

Computation of predetermined coefficients 

This section describes the formulation of the minimax 
objective function [5] for predetermining the coefficients of 
(11) and (12). The method imposes additional constraints to 
make the hansfer-admittances to be strictly proper rational 
functions with k > 1 The goal is to minimize the error iimc- 

tion: 

mnxff,g,W(x) es-s is minimum (16) 
I I 

where W(s) is a given weight function, [f, g] is the interval 
of approximation, qN(s) is the polynomials of the rational 
function. The minimax objective function can be obtained by 
expressing the tih and (N+l)” order approximations given 
by (I I) and (12) in terms of product of second order factors 
and separating the rational-function into real and imaginary 
parts, such that the Hurwitz conditions required by Theo- 
rem-1 are satisfied (details are not given due to the lack of 
space). Imposing the following additional constraints 

-P,v+P,v = 0; -p,&, +PN-]= 0; ... (17) 
removes some of the zeros of Y I* and Y2, which in him en- 
sures that the transfer-admittances are strictly proper rational 
functions with (k > 1). This ensures that the early-time rip- 
ples in transient responses are minimized as indicated by (I) 
and (2). 

It should be emphasized that the minimax optimization is 
performed on the SCALARfinction e’and is independent of 
the number of coupled lines and the per-unit length parame- 
ters. The results obtained are then stored and the macromod- 
el can he obtained analytically in terms ofthe predetermined 
coefficients and per-unit-length parameters. 

VI. COMPUTATIONAL RESULTS 

Example 1: Long Lossy Transmission Line 

In this example a long lossy distributed transmission line 
network is analyzed with PRIMA [4] and the proposed algo- 
rithm. The near end is connected to a voltage sounx through 
a 5R resistor and the far end is terminated with a 500R re- 
sister. The line is 4Ocm long with PUL parameters of 
R = 1.93Wcm. L = 2.97nH/cm, G = 79nS/cm, 
C = l.blpF/cm The frequency response at the far-end of 
the transmission line (Vout) is given in Fig. 1. Both the ap- 
proaches match the “original response” (obtained by directly 
solving Telegrapher’s equations) up to 2.5GHz, accurately. 
Note that, the proposed macromodel contains only 31 poles, 
where as the PRIMA macromodel contains 50 poles. The 
transient response corresponding to PRIMA macromodel is 
given in Fig. 2 (the input is a pulse with 0.35”s rise/fall time 
and Ins pulse width; the label “IFFT” refers to inverse FFT 
of “original response” multiplied by the input frequency 
spectrum). It can be noticed that the flat delay portion of the 
response from PRIMA suffers from spurious ripples. Fig. 3 
gives the transient response of the proposed macromodel and 
it can be noticed that the spurious tipples in the flat-delay 
portion are significantly minimized. 

Example 2: Lossy Coupled Transmission Line 

A network with 2 lossy coupled transmission lines with 
frequency-dependent parameters is considered (Pig. 4). The 
time domain responses at the victim node V,, using the 
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MR4 passive macromodel [5] and the proposed algorithm 
are given in Fig. 5 and Fig. 6, respectively. As seen, while 
matching the response accurately, the proposed algorithm 
minimized the early-time spurious ripples, considerably. 

i- Tlrncl m% 
Fig. 2 Time Response (IFFY v/s PRIMA) 

(I 1 * rime &, + 5 
Fig. 3 Time Response (IFFT v/s Proposed Macromodel) 

fig. 4 Lossy Coupled Transmission Line Network 

VII. CONCLUS1ONS 

In this paper, a new algorithm is presented for accurate 
passive macromodeling of distributed transmission line net- 
works. The algorithm provides a mechanism to control the 
asymptotic behavior of the high-frequency impulse re- 
sponse, while matching the response up to f,,,, accurately. 
This results in significant reduction in early-time spurious 
ripples in transient responses. It is to be noted that the princi- 
ples stated in this paper are general in nature and they can be 
be included in other rational-function based passive macro- 
modeling algorithms available in the literature, with appro- 
priate modifications. 
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